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A. Physical Components of a Hard Disk

Platters vary in size and hard disk drives come in two form factors, 5.25in or 3.5in. The trend is towards glass technology since this has the better heat resistance properties and allows platters to be made thinner than aluminum ones. Most hard disks have from two to eight platters.

The arm that holds the read/write heads is controlled by the mechanism in the upper-left corner, and is able to move the heads from the hub to the edge of the drive. The arm and its movement mechanism are extremely light and fast. The read/write heads ride over the surface of the disk on a cushion of air 10 to 25 millionths of an inch deep. A small particle of dirt could cause a head to "crash", touching the disk and scraping off the magnetic coating. 

B. Recording on a hard disk
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Figure 5. ATA Configuration With Two Peripheral Devices



When a disk undergoes a low-level format, it is divided it into tracks. The tracks are concentric circles around the central spindle on either side of each platter. Tracks physically above each other on the platters are grouped together into cylinders which are then further subdivided into sectors. The concept of cylinders is important, since cross-platter information in the same cylinder can be accessed without having to move the heads. Drives use a technique called zoned-bit recording in which tracks on the outside of the disk contain more sectors than those on the inside.

To write data to the disk, the read-write head creates a small magnetic field that aligns the magnetic poles of the particles on the surface of the disk directly beneath the head. Particles aligned in one direction represent a 0 while particles aligned in the opposite direction represent a 1. To read data from a disk, the drive head scans the surface of the disk. The magnetic fields of the particles in the disk induce an alternating electric current in the read-write head, which is then translated into the series of 1s and 0s that the computer understands. 

Access time covers the interval between the time the read/write command is issued and the time information indicating the success (or failure) of the operation is received. During this interval, the disk drive moves the read/write head over the surface of the disk to the appropriate location, settles the head into position, and waits for the appropriate sectors to rotate under the head to perform the actual read or write. Seek time is the average time required to move the heads from one track to some other desired track on the disk. The time needed to move from one track to a neighboring track is often in the 1 millisecond (one-thousandth of a second) range, and the average seek time to reach arbitrary tracks anywhere on the disk is in the 6 to 15 millisecond range. Rotational latency is the average time required for the correct sector to come under the heads once they are positioned on the correct track. 

C. Previous improvements

If a file requires more than one sector for storage, the positions of the sectors on the individual tracks can greatly affect the average access time. If the next sector to be read is the neighboring sector on the track, the electronics may not have enough time to get ready to read it before it rotates under the read/write head. If this is the case, the drive must wait until the sector comes all the way around again. This access time can be reduced by interleaving, or alternatively placing, the sectors on the tracks so that sequential sectors for the same file are separated from each other by one or two sectors. When information is distributed optimally, the device controller is ready to start reading just as the appropriate sector comes under the read-write heads. The speed of a modern hard disk drive with an integrated controller and its own data buffer renders the technique obsolete.

After many files have been written to and erased from a disk, fragmentation can occur. The result is an increase in the average file access time. This problem can be fixed by running a defragmentation program, which goes through the drive track by track and rearranges the sectors for each file so that they can be accessed more quickly.

When the heads accidentally touch the media, either because the drive is dropped or bumped hard or because of an electrical malfunction, the surface becomes scratched. Any data stored where the head has touched the disk is lost. This is called a head crash. To help reduce this possibility, most disk controllers park the heads over an unused track on the disk when the drive is not being used by the CPU. This is the Landing Zone (LZ), dedicated to providing a parking spot for the read/write heads, and never contains data.

D. Current development in Disk recording

Hard drive researchers have developed several ways that may significantly increase a drive's areal density while mitigating superparamagnetism. Researchers are increasing areal density by adding a thin (three-atom-thick) layer of ruthenium, a precious metal similar to platinum. The material — called "pixie dust" by IBM — is laced between the platter's magnetic material and helps "boost" each bit's magnetic signal, making it easier to be read by a drive's head. The pixie dust technology can produce areal densities of up to 100 gigabits per square inch. By comparison, most platters used in current hard drives have areal densities of about 40 gigabits per square inch. It is technically known as antiferromagnetically coupled (AFC) media.

By heating the memory medium with a laser-generated beam at the precise spot where data bits are being recorded, HAMR (Heat Assisted Magnetic Recording) dramatically increases density -- and substantially improves the outlook for magnetic recording. Seagate maintains that heating the disk and recording components makes it easier to write information, which is stabilized with subsequent cooling.

The Thin Film Inductive (TFI) read/write head essentially consists of wired, wrapped magnetic cores which produce a voltage when moved past a magnetic hard disk platter.

By mid-1990s, it became impractical to increase areal density in the conventional way - by increasing the sensitivity of the head to magnetic flux changes by adding turns to the TFI head's coil - because this increased the head's inductance to levels that limited its ability to write data. [image: image3.png]Figure 4. Ultra2 SCSI With up to 16 Peripheral Devices




In a Magneto-Resistive (MR) head, the write element is a conventional TFI head, while the read element is composed of a thin stripe of magnetic material. 

Giant Magneto-Resistive (GMR) head technology builds on technology found in TFI and MR, producing heads that exhibit a higher sensitivity to changing magnetisation on the disc and work on spin-dependent electron scattering. These comprise a thin film inductive write element and a read element. The read element consists of an MR or GMR sensor between two magnetic shields. The magnetic shields greatly reduce unwanted magnetic fields coming from the disk; the MR or GMR sensor essentially "sees" only the magnetic field from the recorded data bit to be read. 

E. HDD interface

The Advanced Technology Attachment (ATA) bus is independent of the system microprocessor and system bus. Only four devices can be connected to the ATA cable. In its present state, the ATA bus has 16 data lines and can transfer data using one of several modes:

1) Programmed I/O mode (PIO) – data transfer between the HDD and system memory requires host microprocessor intervention

2) Direct Memory Access (DMA) – data transfer can be can be performed without host microprocessor intervention
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Ultra Direct Memory Access (UDMA) – same as DMA but adds double-transition clocking for faster data transfer and CRC error checking & correcting

The Small Computer System Interface (SCSI)  is a shared-bus configuration that supports a wide variety of peripherals and operates independently of the system CPU and the system bus. Control of the SCSI bus is achieved through arbitration, where the devices assume the role of either initiator or target. Initiators are devices that send out commands while targets service those commands. No more than two devices can communicate on the SCSI bus at any given time. SCSI devices communicate via protocols that require sequential, well-defines bus phases:

1) Arbitration phase – initiator gains control of the SCSI bus

2) Selection phase – initiator selects a device of communication

3) Message phase – messages are exchanged that identify devices and specify parameters for data transfer transactions

4) Command phase – initiator sends out a request for action

5) Disconnect and reselection phase – to optimize bus utilization and when the target is ready to complete the transaction

6) Data phase – data is transferred

7) Status phase – the status of the last operation is posted
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F. Features of a modern hard disk 

1. Cyclical redundancy checking (CRC): protects data from being lost in the event of a poor connection or during hot-swap of a new drive into a system. 

2. Domain validation: helps ensure that data transfer rates happen at the highest possible rate. If the highest rate is not possible, domain validation allows the device to shift to a lower data transfer speed before data transfer begins. Verifies the interoperability of hardware connections between the SCSI controller and SCSI peripherals on the bus

3. Double edge clocking: allows SCSI to continue doubling performance. Current SCSI devices can operate up to 160 Megabytes/second while future products based on Ultra320 and Ultra640 SCSI devices will operate up to 320 and 640 Megabytes/second, respectively. 

4. Packetization: allows multiple commands, messages, status and data to be transferred between SCSI devices, such as peripherals and storage, in two data phases and at the fastest negotiated data rate. 
5. Quick arbitrate and select (QAS): provides faster arbitration to reduce connect/disconnect time on the SCSI bus. Implemented by one QAS-supported device relinquishing the bus to a second QAS-supported device waiting for bus time without entering a new arbitration phase.

6. Tagged Command Queuing (TCQ): the drive can determine, based on the head positioning, the most efficient way to access the data with minimal head movement.
In terms of I/O per second, the fastest SCSI drive is about 25 percent faster than the fastest ATA drive. However, SCSI drives are also more expensive and thus are more popular for use in servers. ATA drives, for their simplicity and affordability, are more popular among desktops.

G. HDD available on market

	Highlights – AL 8LE NC/NP

	· Seventh generation Giant Magneto-Resistive Head (GMR) technology combined with the Fujitsu group's Synthetic Ferri-coupled media achieves 38.4 Gb/in² areal density 

· 10,025 RPM rotational speed 

· 8MB cache buffer with 32-bit path for faster data access 

· Ultra320 SCSI interface with host data transfer rates up to 320MB/sec. 

· Peak internal transfer rate up to 107 MB/sec. 

· 1,200,000 Mean-Time-Between-Failure (MTBF)

	Performance Specifications 

	Interface
Ultra320 SCSI (NC: SCA-2 80-pin; NP: 68-pin wide)
Head Technology
Giant Magneto-Resistive (GMR)
Recording Method
32/34 MATCHED NPV2
Rotational Speed
10,025 RPM
Average Latency Time
2.99 ms
Average Seek Time
Read: 4.5 ms (typ.) Write: 5.0 ms (typ.)
Interface Transfer Rate
320 MB/sec. (max.)
Internal Transfer Rate
107.8 MB/sec. (max.)
Buffer
8 MB


	Weight
	0.75 kg / 1.54 lbs.

	Dimensions
	Length:
146.0 mm / 5.7 inch
Width:
101.6 mm / 4.0 inch
Height:
25.4 mm / 1.0 inch
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